Abstract
A very simple, general scheme for calculating the irreducible bit-error rate (BER) - namely, the BER floor - due to intersymbol interference (ISI) in frequency-selective Nakagami-Rice fading environments has been developed. The scheme, which we call the Equivalent Transmission-Path (ETP) model, makes a general connection between "wave propagation" and "digital transmission characteristics." In this paper we present a consistent calculation formula for the BER due to ISI, by re-examining the information in our previous papers on the ETP model. Moreover, we demonstrate an application of the ETP model to the indoor propagation environment.

1. Introduction
Modeling of Nakagami-Rice fading, or so-called Ricean fading, is expected to play an important role in the design of wideband and high-capacity mobile systems. Examples include indoor wireless communication systems, short-range wireless access systems, and mobile satellite systems (MSS), which can enrich personal communications. The model of Nakagami-Rice fading, which appears in line-of-sight radio communications environments, is more general than that of Rayleigh fading. In fact, Rayleigh fading is a special case of Nakagami-Rice fading. The propagation environments are shown in Figure 1.

Figure 1. Multipath fading environments (Rayleigh fading and Nakagami-Rice fading).
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Based on a series of numerical analyses using computer simulations and theoretical considerations, we have proposed a simplified propagation model for assessing wideband digital transmission characteristics in frequency-selective Nakagami-Rice fading environments [1-4]. We have called this the Equivalent Transmission-Path (ETP) model. Moreover, we have used this model to derive a straightforward calculation formula for error-occurrence characteristics due to inter-symbol interference (ISI) in frequency-selective Nakagami-Rice fading environments.

In this tutorial paper, a consistent calculation formula for predicting the BER due to ISI is presented, by reconfiguring our papers published so far on the ETP model from a practical viewpoint. In addition, an application of this model to indoor propagation is demonstrated.

2. Occurrence of Bit Errors due to ISI

Before introducing the ETP model, let us review the occurrence of bit errors due to inter-symbol interference (ISI), under the frequency-selective fading condition [5]. The following time-invariant two-wave condition, which is the simplest case producing frequency-selective fading, is considered first.

\[ h(\tau) = a_1 \delta(\tau) + a_2 \delta(\tau - \Delta \tau) \]  

\[ = a_1 \left[ \delta(\tau) + re^{i\phi} \delta(\tau - \Delta \tau) \right], \]  

where \( h \) is the impulse response, \( \tau \) is the delay, \( a_i \) \((i = 1, 2)\) is the complex envelope of the \( i \)th wave, \( \delta \) is the delta function, and \( \Delta \tau \) is the delay difference between the

preceding wave and the delayed wave. In Equation (1b), \( r \) is the amplitude ratio, defined as \( |r_2|/|a_1| \), and \( \phi \) is the phase difference between the two waves. Throughout this paper, our main concern is for \( \Delta \tau \) within the range of the symbol-duration time, \( T_s \), namely, \( \Delta \tau < T_s \). When dealing with errors due to ISI, the parameters \( r \) and \( \phi \) are more essential than \( \phi_1 \) and \( \phi_2 \), because irreducible errors due to ISI become independent of the amplitude of each wave.

Figure 2 shows the eye pattern of the received signal for \( r = 1 \) and \( \Delta \tau = 0.2T_s \), for \( \phi = 0^\circ \) and \( \phi = 180^\circ \). We can easily understand that only the case of Figure 2b causes errors due to ISI. This means that the error-occurrence condition depends not only on \( \Delta \tau \), but also on \( r \) and \( \phi \). This raises the question, “What is the condition where the error occurs?” The answer is given in Figure 3. This figure shows that the error-occurrence area for CQPSK (quadrature phase shift keying with coherent detection) is a function of \( r \) and \( \phi \) while \( \Delta \tau = 0.2T_s \). Different patterns can be seen for each modulation/demodulation scheme. We call this figure a BER map.

3. Basic Expression for Multipath Environments

It is assumed that the time-variation speed of the channel is sufficiently slower than the data-transmission speed. In other words, the multipath-fading environment remains constant during the data-symbol period. Under this condition, an instantaneous multipath environment at a given position and at a given time, \( t \), can be expressed in terms of the slowly time-varying impulse response [6, 7]. This is given by

\[ h(\tau, t) = \sum_{i=0}^{\infty} a_i(t) \delta[\tau - \tau_i(t)] \]  
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\[ x = 20 \log \left( \frac{a_2}{a_1} \right) \]

\[ \phi = \arg \left( \frac{a_2}{a_1} \right) \]

\[ \Delta \tau = 0.2 \ T_s \]

Figure 3. The error-occurrence area for \( \Delta \tau = 0.2 T_s \) in CQPSK (hereafter, we call this a BER map).

---

\[ T_m(0) = T(0) \]

\[ T_m(\tau) = T(\tau) \]

\[ \frac{\partial T_m(\tau)}{\partial \tau} \bigg|_{\tau = 0} = \frac{\partial T(\tau)}{\partial \tau} \bigg|_{\tau = 0} \]

\[ P_o = \int_{-\infty}^{\infty} P_o(\tau) d\tau \]

\[ P_o = \sum p_o \delta s \]

\[ \delta s = P_o / P_o \]

\[ \nu^2, \tau_m, \sigma_\tau R \]

Figure 4. Various expressions of the Nakagami-Rice fading environment (instantaneous versus statistical).
where $a_i$ is the complex amplitude of the $i$th incident wave in the multipath waves. For modeling, we assign the direct wave path to be $j = 0$ with $\tau_0 = 0$. The impulse response is shown in Figure 4a. For the case of Rayleigh fading, $a_0$ must be 0 when modeling.

The transfer function, which is another expression of the instantaneous fading condition, is obtained by Fourier transform of the impulse response. It is given by

$$T(f,t) = \int_0^\infty h(\tau,t) \exp(-j2\pi f \tau) \, d\tau$$  \hspace{1cm} (3)

$$= \sum_{i=0}^\infty a_i(t) \exp[-j2\pi f \tau_i(t)]$$

In the mobile radio-propagation environment, it seems acceptable to assume that the propagation mechanism follows the nature of a WSSUS (wide-sense stationary, uncorrelated scattering) channel [6], excluding the direct-wave path. The power-delay profile, which is a statistical expression of the multipath environment in the time-delays domain, is given by

$$p(\tau) = \langle h^*(\tau,t) h(\tau,t) \rangle$$  \hspace{1cm} (4)

$$= P_D \delta(\tau - \tau_0) + p_s(\tau)$$

where $\langle \cdot \rangle$ means the ensemble average (or the time-domain average, if the process is ergodic), $P_D$ is the direct wave power, and $p_s$ is the averaged power density of multipath waves. The delay profile given in Equation (4) is an idealized profile, from the viewpoint of propagation modeling, while a measurable profile is a continuous function, due to the averaging effect of a receiver filter. The total multipath power is given by

$$P_m = \int_0^\infty \rho(\tau) \, d\tau$$  \hspace{1cm} (5)

Figure 4b shows a delay profile for Nakagami-Rice fading. In this figure, the following three key parameters (which will be explained in a later section) are given:

1. $\gamma^2$: The ratio of the mean multipath power $(P_m)$ to the direct wave power $(P_D) = P_m/P_D$.
2. $\tau_m$: The mean delay of multipath waves relative to the delay of the direct wave.
3. $\sigma_{\tau,R}$: The delay spread of multipath waves (excluding the direct wave)

$\tau_m$ and $\sigma_{\tau,R}$ are given respectively by

$$\tau_m = \frac{1}{P_m} \int_0^\infty \rho(\tau) \, d\tau$$  \hspace{1cm} (6)

$$\sigma_{\tau,R} = \frac{1}{P_m} \int_0^\infty (\tau - \tau_m)^2 \rho(\tau) \, d\tau$$  \hspace{1cm} (7)

The overall delay spread, including the direct wave, can be calculated using the above three parameters [1]. This is given by

$$\sigma_\tau = \sqrt{\langle \tau^2 \rangle - \langle \tau \rangle^2}$$

$$= \sqrt{\frac{s^2}{1 + s^2} \left( \frac{s^2}{1 + s^2} + \sigma_{\tau,R}^2 \right) - \left( \frac{s^2}{1 + s^2} \tau_m \right)^2}$$  \hspace{1cm} (8)

In order to show an example, let us analyze the wideband digital transmission characteristics in indoor environments for a wireless LAN. Figure 5a shows the multipath profile of a rectangular-type indoor environment, where the transmitter (TX) point and the receiver (RX) point are, respectively, set at $(x, y, z)$ coordinates of $(2, 8, 2)$ and $(13, 2, 1)$, in a room of $(15, 10, 3)$ meters. The three-dimensional path profile was obtained by a ray-tracing scheme based on the image method [8-12]. Figure 5b shows the impulse response with a reflection coefficient, $\gamma$, of 0.7 (a probable value for plasterboard with attached rock wool, in the case of an oblique angle of incidence [13]) for every wall. Figures 6a-6c show examples of the spatial distribution of error occurrence for CQPSK with data-transmission bit rates of 2, 5, and 10 Mbps, at a frequency of 5 GHz [12]. In the figure, points where the BER exceeds $10^{-3}$ are marked by large dots, and points where the BER exceeds $10^{-5}$ are marked by smaller dots. The data shown in Figures 6a-6c were obtained by computer simulation, based on ray tracing and CQPSK data transmission. The data shown in Figures 6d-6f will be mentioned in a later section.

4. Equivalent Transformation of Impulse Response

To maintain the characteristics of frequency selectivity, at least two waves are necessary, as shown in Figure 4c. The impulse response and frequency transfer function of the two-wave model are given, respectively, by

$$h_{\tau}(\tau,t) = \left[ a_0 + a_{\tau,1}(t) \right] \delta(\tau) + a_{\tau,2}(t) \delta(\tau - \Delta \tau_c)$$  \hspace{1cm} (9)

$$T_\tau(f,t) = a_0 + a_{\tau,1}(t) + a_{\tau,2}(t) \exp(-j2\pi f \Delta \tau_c)$$  \hspace{1cm} (10)
In order to keep the equivalence for assessing digital-transmission characteristics, we can connect the two transfer functions by the following conditions [2]:

\[ T_e(0,t) = T(0,t) \]  \hspace{1cm} (11)

\[ \left. \frac{\partial T_e(f,t)}{\partial f} \right|_{f=0} = \left. \frac{\partial T(f,t)}{\partial f} \right|_{f=0} \]  \hspace{1cm} (12)

By the above equations, the path amplitude and its frequency dependence at \( f = 0 \) (namely, at the carrier frequency for the RF signal) are set to be equal to each other. These conditions lead to

\[ a_{e1}(t) = \sum_{i=1}^{\infty} a_i(t) \frac{\tau_i(t)}{\Delta \tau_e} \]  \hspace{1cm} (13)

\[ a_{e2}(t) = \sum_{i=1}^{\infty} a_i(t) \frac{\tau_i(t)}{\Delta \tau_e} \]  \hspace{1cm} (14)

No strict condition is imposed to determine the value of \( \Delta \tau_e \), if the following condition is satisfied. From our examination by computer simulations [1, 12], and as will be seen in Figure 8, the condition for the application of this method is as follows:

\[ \tau_m \leq 0.3 \tau_s \] and \( \sigma_{\tau,R} \leq 0.3 \tau_s \]  \hspace{1cm} (15)

For the ray-tracing case, the mean delay, \( \tau_m \), and the delay spread of multipath waves, \( \sigma_{\tau,R} \), can be roughly estimated by

\[ \tau_m = \frac{\sum_{i=1}^{\infty} \tau_i |a_i|^2}{\sum_{i=1}^{\infty} |a_i|^2} \]  \hspace{1cm} (16)

\[ \sigma_{\tau,R} = \frac{\sqrt{\sum_{i=1}^{\infty} (\tau_i - \tau_m)^2 |a_i|^2}}{\sum_{i=1}^{\infty} |a_i|^2} \]  \hspace{1cm} (17)

Under this condition, the BER, \( P_e \), can be estimated from the BER map of \( \Delta \tau_{map} \), \( E \), by

\[ P_e = E(r, \phi; \Delta \tau_e) \]  \hspace{1cm} (18)

where

\[ r = \frac{a_{e2}}{(a_0 + a_{e1})}, \phi = \arg \left[ \frac{a_{e2}}{(a_0 + a_{e1})} \right] \]  \hspace{1cm} (19)

\[ \Delta \tau_e = \Delta \tau_{map} \]  \hspace{1cm} (20)

Although any kind of BER map, ranging from \( \Delta \tau_{map} = 0.1 \tau_s \) to \( 0.6 \tau_s \), gives almost the same estimate of BER due to ISI, the use of \( \Delta \tau_{map} = 0.2 \tau_s \) (which is shown in Figure 3) is suggested [12].

![Ray-tracing profile](image)

(a) Ray-tracing profile

![Impulse response](image)

(b) Impulse response

Figure 5. The indoor propagation environment: (a) A ray-tracing profile; (b) The impulse response.
Figures 6d-6f show the spatial distribution of error occurrence for CQPSK, calculated using the above method, namely, (1) obtaining the impulse response by means of ray tracing (see Figure 5); and (2) calculating the BER from Equations (18) and (19), with a BER map, $E$. We call this method "Ray tracing + BER map." Figures 6d-6f, respectively, correspond to the cases of Figures 6a-6c, calculated based on (1) ray tracing, and (2) rigorous digital-transmission simulation in the multipath environment determined by the ray tracing. We call this method "Ray tracing + Simulation." The averaged BER and the location percentage of error occurrence — namely, the error-occurrence rate (EOR) in the four-wavelength-square area (24 cm x 24 cm) for CQPSK — are compared in Figure 7 (the black dots and the white dots). As seen in Figures 6 and 7, the results of our proposed scheme agree extremely well with the computer simulation. The

Figure 6. A spatial map of error occurrence for CQPSK with data rates of 2, 5, and 10 Mbps. The upper maps are for the Ray tracing + digital transmission simulation method, while the lower maps are for the Ray tracing + BER method. Points where the BER exceeds $10^{-7}$ are marked by large dots, and points where the BER exceeds $10^{-3}$ are marked by smaller dots.

Figure 7. A comparison of the averaged BER (a) and the EOR (b) for three methods. Results given by the ETP model (a statistical simulation), discussed later in the text, are also shown.
computational time to draw one map, shown in Figures 6a, 6b, or 6c, was more than five hours on a personal computer, excluding the common part of the ray tracing, while the proposed method took only three minutes. The calculation speed of the proposed method is 100 times faster. In Figure 7, a statistical estimate using the ETP model is shown by solid curves. This will be discussed later.

5. Equivalent Transformation of Delay Profile: ETP Model

Next, we will develop a statistical two-wave model for the prediction of the statistical properties of digital-transmission characteristics, namely, the averaged BER under a time-varying multipath fading condition. As stated above, for the approximation of an impulse response, the value of $\Delta \tau_c$ can be set to $\Delta \tau_c = \Delta \tau_{\text{map}}$. For statistical modeling in terms of a delay profile, on the other hand, it seems better to select the value of $\Delta \tau_c$ to be where the fluctuations between $a_{e,1}$ and $a_{e,2}$ become independent. By adopting this condition, the modeling is drastically easier. Here, let us determine the value of $\Delta \tau_c$. Using Equations (13) and (14), the correlation coefficient is given by [2]

$$\rho_a = \left\langle a_{e,1}^* a_{e,2} \right\rangle / \left\langle a_{e,1}^* a_{e,1} \right\rangle^{1/2} \left\langle a_{e,2}^* a_{e,2} \right\rangle^{1/2}
= \frac{\tau_m \Delta \tau_c - \tau_m^2 - \sigma_{\tau,R}^2}{\sqrt{(\Delta \tau_c^2 - 2 \tau_m \Delta \tau_c + \tau_m^2 + \sigma_{\tau,R}^2)(\tau_m^2 + \sigma_{\tau,R}^2)}}$$

(21)

Independence of $a_{e,1}$ and $a_{e,2}$ requires the correlation coefficient to be zero; therefore, in Equation (21), we must impose the following relation:

$$\Delta \tau_c \bigg|_{\rho_a=0} \equiv \Delta \tau = \left( \tau_m^2 + \sigma_{\tau,R}^2 \right) / \tau_m$$

(22)

where $\Delta \tau$ is the value of $\Delta \tau_c$ corresponding to $\rho_a = 0$. In this condition, the mean powers of $a_{e,1}$ and $a_{e,2}$ are respectively given by [2]

$$P_{R1} = \left\langle a_{e,1}^* a_{e,1} \right\rangle \bigg|_{\rho_a=0} = \frac{s^2 \sigma_{\tau,R}^2}{\tau_m^2 + \sigma_{\tau,R}^2} P_D$$

(23)

$$P_{R2} = \left\langle a_{e,2}^* a_{e,2} \right\rangle \bigg|_{\rho_a=0} = \frac{s^2 \tau_m^2}{\tau_m^2 + \sigma_{\tau,R}^2} P_D$$

(24)

The statistical two-wave environment determined by Equations (22)-(24) can also be designated by the fading parameters corresponding to $s^2$, $\tau_m$, and $\sigma_{\tau,R}$. If we let the parameters be $s^2$, $\tau_{m,e}$, and $\sigma_{\tau,R,e}$, then they are given by

$$s^2 = \frac{P_{R1} + P_{R2}}{P_D} = s^2$$

(25)

$$\tau_{m,e} = \frac{P_{R2} \Delta \tau}{P_{R1} + P_{R2}} = \tau_m$$

(26)

$$\sigma_{\tau,R,e} = \frac{\sqrt{P_{R1} P_{R2}} \Delta \tau}{P_{R1} + P_{R2}} \sigma_{\tau,R} = \sigma_{\tau,R}$$

(27)

In Figure 4d, the statistical two-wave model is characterized by the equivalent transformation of the delay profile, maintaining the values of the three fading parameters: $s^2$, $\tau_m$, and $\sigma_{\tau,R}$. We call these three fading parameters “the key parameters,” and the statistical two-wave model is “the equivalent transmission-path (ETP) model.”

The relationship of model expressions for the Nakagami-Rice fading environment, in terms of “instantaneous versus statistical” and “multipath versus two-wave approximated,” is summarized in Figure 4.

In the statistical two-wave model, which is the ETP model, the preceding wave consists of a constant-wave (namely, the direct wave) component and a Rayleigh-wave component, while the delayed wave is a Rayleigh-wave component. Consequently, the probability density function (PDF) of the amplitude of the preceding wave follows a Nakagami-Rice distribution, and the PDF of the delayed wave follows a
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Rayleigh distribution. They are given, respectively, by

\[ f_1(x; m, \sigma_1) = \frac{n}{\sigma_1^2} \exp \left( -\frac{m^2 + n^2}{2\sigma_1^2} \right) I_0 \left( \frac{mn}{\sigma_1^2} \right) \]  
(28)

\[ f_2(y; r, \sigma_2) = \frac{y}{\sigma_2^2} \exp \left( -\frac{y^2}{2\sigma_2^2} \right) \]  
(29)

where \( I_0 \) is the modified Bessel function of order zero, and the parameters \( m, \sigma_1, \) and \( \sigma_2 \) have the following relationship:

\[ P_D = m^2; \quad P_{R1} = 2\sigma_1^2; \quad P_{R2} = 2\sigma_2^2. \]  
(30)

Since we choose \( \Delta \tau \) so as to be independent for fluctuations of the two Rayleigh waves, the joint PDF for \( r \) and \( \phi \) is given by [1]

\[ f_{r\phi}(r, \phi; m, \sigma_1, \sigma_2; \Delta \tau) = \frac{\sigma_1^2 \sigma_2^2 r^2}{\pi \left( \sigma_1^2 r^2 + \sigma_2^2 \right)^2} \]  
\[ \times \exp \left( -\frac{m^2}{2\sigma_1^2} \right) F\left[ 2,1; \frac{m^2 \sigma_2^2}{2\sigma_1^2} \left( \frac{\sigma_1^2 r^2 + \sigma_2^2}{\sigma_1^2 r^2 + \sigma_2^2} \right) \right] \]  

\[ = \frac{1}{2\pi} \int_0^\infty f_1(z) f_2(xz) \, dz \]  
(31)

where \( F(\alpha, \gamma; z) \) is the confluent hypergeometric function (or Kummer function), for which \( \alpha = 2 \) and \( \gamma = 1 \), given by

\[ F(\alpha, \gamma; z) = \sum_{n=0}^{\infty} \frac{(n+1)z^n}{n!} \]  
(32)

Although the PDF must be given as a function of \( r \) and \( \phi \), the formula actually does not include the variable \( \phi \), because \( \phi \) follows a uniform distribution.

By replacing the two-wave parameters, \( m, \sigma_1, \) and \( \sigma_2 \) (or \( P_D, P_{R1}, \) and \( P_{R2} \)) in Equation (31) by the three key parameters, \( s^2, \tau_m, \) and \( \tau_{r,R} \), using the relations in Equations (22)-(27), the joint PDF can be expressed as a function of the key parameters. The PDF is

\[ f_{r\phi}(r, s^2, \tau_m, \tau_{r,R}; \Delta \tau) \]  

\[ = \frac{1}{\pi} \frac{\sigma_1^2 \tau_m^2}{\left( \sigma_1^2 r^2 + \tau_m^2 \right)^2} \exp \left( -\frac{\tau_{r,R}^2 + \sigma_1^2 r^2}{\sigma_1^2 \tau_{r,R}^2 + \tau_m^2} \right) \]  
\[ \times F\left[ 2,1; \frac{m^2 \tau_m^2 + \sigma_1^2 \tau_{r,R}^2}{s^2 \sigma_1^2 \tau_{r,R}^2 + \tau_m^2} \right] \]  
(33)

In the case of Rayleigh fading (namely, \( s^2 \gg 1 \)), the formula is simplified to

\[ f_{r\phi}(r, \tau_m, \tau_{r,R}; \Delta \tau) = \frac{\sigma_1^2 \tau_m^2}{\pi \left( \sigma_1^2 r^2 + \tau_m^2 \right)^2} \]  
(34a)

\[ = \frac{1}{\pi} \frac{r}{(r^2 + 1)^2} \]  
(34b)

Next we are ready to formulate the prediction of BER due to ISI in Rayleigh and Nakagami-Rice fading environments.

6. Formulation of BER due to ISI

The averaged BER due to ISI under a frequency-selective fading condition can be calculated by the following basic equation [1]:

\[ BER_{ISI} \left( s^2, \tau_m, \tau_{r,R} \right) \]  

\[ = \frac{2\pi}{\int_0^\infty \int_0^{\infty} f_{r\phi}(r, s^2, \tau_m, \tau_{r,R}; \Delta \tau) E(r, \phi; \Delta \tau) \, d\phi \, dr} \]  
(35)

where \( \Delta \tau \) is given in Equation (22), and \( E \) is the specific BER floor of the two-wave model—namely, the BER map—as a function of \( r \) and \( \phi \) for a parameter of \( \Delta \tau \). Since, as seen in Figure 3, every map is logarithmically symmetrical for \( r = 1 \) (that is, the same value of BER is obtained at \( r = \xi_1 \) and \( r = 1/\xi_1 \)), it seems more convenient to use the logarithmic variable in dB, \( s = 20 \log r \), rather than \( r \), itself. The PDF, \( f_{x\phi}(x) \), converted from \( f_{r\phi}(r) \), is given by

\[ f_{x\phi}(x) = \frac{1}{b} \exp \left( \frac{x}{b} \right) f_{r\phi} \left[ \exp \left( \frac{x}{b} \right) \right] \]  
(36)

\[ \left[ b = 20 \log_{10} \left( e \right) \right] \]

By using the above formula, the BER due to ISI, corresponding to Equation (35), can be rewritten with a simplified summation formula as follows:

\[ BER_{ISI} \left( s^2, \tau_m, \tau_{r,R} \right) \]  

\[ = \Delta x \Delta \phi \sum_x \left[ f_{x\phi}(x) \sum_\phi E(x, \phi) \right] \]  
(37)
where $\Delta x$ (in dB) and $\Delta \phi$ (in radians) are the step sizes of the BER map in $x$ and $\phi$ such that the calculated values converge sufficiently. Testing showed that a $\Delta x$ of 0.25 dB and a $\Delta \phi$ of $2\pi/180$ rad (which corresponds to two degrees) are sufficient for QPSK and 16QAM (quadrature amplitude modulation) with $\Delta \tau > 0.17 T_s$, while other cases, such as BPSK (binary phase shift keying) or QPSK with $\Delta \tau < 0.17 T_s$ need finer step sizes.

Furthermore, to pursue more convenient use, a calculation scheme using only one BER map for each modulation/demodulation scheme is available. To realize this, we utilize the similarity of the BER pattern on the BER map for different $\Delta \tau$ values that are smaller than $0.6 T_s$. The following formula can be obtained without losing prediction accuracy [3]:

$$\text{BER}_{\text{JSI}} \left( s^2, \tau_m, \sigma_{\tau,R} \right)$$

$$= \eta^2 \Delta x \Delta \phi \sum_x f_{x\phi} (\eta x) \sum_{\phi} E(x, \phi)$$

(38)

with a scaling factor, $\eta$, of

$$\eta = \frac{\sigma_{\tau,R}^2 + \tau_m^2}{\tau_m} \frac{1}{\Delta \tau_{\text{map}}}$$

(39)

For the Rayleigh-fading environment, when using Equation (34b) for $f_{x\phi}$, the scaling factor is given by

$$\eta = 2 \sigma_{\tau} / \Delta \tau_{\text{map}}.$$ 

(40)

The use of $\Delta \tau_{\text{map}} = 0.2 T_s$ is suggested, although noticeable differences are not detected when using a map with $\Delta \tau_{\text{map}}$ of less than about 0.47 $T_s$ [3]. When the effect of thermal noise is not negligible, the following approximation can be made [3]:

$$\text{BER} \left( s^2, \tau_m, \sigma_{\tau,R}, E_b/N_0 \right)$$

$$= \text{BER}_{\text{JSI}} \left( s^2, \tau_m, \sigma_{\tau,R} \right) + \text{BER}_{\text{TN}} \left( E_b/N_0 \right)$$

(41)

where $\text{BER}_{\text{TN}}$ is the BER due to thermal noise, and $E_b/N_0$ is a signal-to-noise ratio parameter, defined by the power for one-bit transmission divided by the noise power density. For systems where each user terminal moves fast, the long-term-averaged BER in a time domain seems to be a reasonable measure for digital-transmission quality assessment. On the other hand, for systems where the user terminal is at a fixed position, such as in a wireless LAN, the percentage of locations where outage (namely, unacceptable error rate) occurs seems to be a more practical measure, instead of the averaged BER. Throughout this paper, we have called the measure the EOR (error occurrence rate). In this case, the "error occurrence" means that the signal quality specified by the BER comes down to the predetermined threshold value.

The EOR can be calculated by replacing $E$ with $P$ in Equation (38):

$$\text{EOR}_{\text{JSI}} \left( s^2, \tau_m, \sigma_{\tau,R} \right)$$

$$= \eta^2 \Delta x \Delta \phi \sum_x f_{x\phi} (\eta x) \sum_{\phi} E(x, \phi)$$

(42)

with

$$P(x, \phi) = \begin{cases} 1 & \text{for } E(x, \phi) \geq E_0 \\ 0 & \text{for } E(x, \phi) \leq E_0 \end{cases}$$

(43)

where $E_0$ is the threshold BER for the error occurrence, such as $10^{-3}$.

7. Prediction Accuracy and Applicable Parameter Range

To identify the applicable range of parameter values, we performed a computer simulation to compare the results for the two different delay profiles. One is the two-wave model, corresponding to the ETP model, and the other is the exponential delay-profile model. Figure 8 shows the results of comparison. From the figure, the ETP model has high prediction accuracy for multipath environments where $\tau_m$ and $\sigma_{\tau,R}$ are less than 0.3 $T_s$, and when $s^2$ is above 0 dB ($=1$) — that is, near the Rayleigh fading environment — this limit extends to 0.5 $T_s$. This is one reason why we restrict the application limit by Equation (15). Within this range, we evaluated the dependence of $\text{BER}_{\text{JSI}}$ on the delay-profile shape, by assuming the various types of delay profile shown in Figure 9. In this figure, numbers such as “1,” “2,” and “4” at the top of each impulse state the relative averaged power. The absolute averaged power and the delay ($\tau_A$, $\tau_B$, ...), which represent the fading environments, are given in the table in Figure 9. For comparison, eight cases, each of which had eight profiles, were considered. Figure 10 shows the results of the comparison. As can be seen from this figure, there seemed to be no profile dependence on $\text{BER}_{\text{JSI}}$ when the set of key parameter values was the same. Moreover, the theoretical estimates based on the ETP model, drawn with dotted lines, corresponded fairly well with the results of the simulation. Figure 11 compares the “calculated” versus the...
"simulated" $BER_{ISI}$ for the various environments given in Figure 9 for CBPSK, CQPSK, and $\pi/4$-DQPSK ($\pi/4$-shift QPSK with differential detection). Figure 7 also shows statistical estimates, drawn with solid curves, corresponding to the cases mentioned in the previous section (namely, the "Ray tracing + Simulation" and "Ray tracing + BER map"). From these figures, we can see an excellent correspondence between the statistical and simulated results for various kinds of fading environments and modulation schemes.

Moreover, as for BER due to ISI and thermal noise mixed concurrently, values calculated by Equation (38) correspond well with simulated values, which are given in Figure 12.
In Figure 13, the solid lines show the calculated BER_{ISI} as a function of $s^2$, when $\sigma_{s/R} = \sigma_{m} = 0.05T_s$, 0.17, 0.2T_s, and 0.3T_s for QPSK. In this figure, the results calculated using the single parameter of $\sigma_s$ in Equation (8) (that is, the equivalent Rayleigh-fading approximation) are shown by dotted lines. As for a comparison between Nakagami-Rice fading and equivalent Rayleigh fading with the same delay profile, the difference becomes very small for $s^2 > 0$ dB. On the other hand, in conditions with smaller values of $s^2$, such that $s^2 < -2$ dB, considerable differences can be seen between the two. In the Nakagami-Rice fading model shown in Figure 13 (solid line), a very accurate estimate can be expected in a line-of-sight fading environment, as well as in a Rayleigh fading environment.

It can be concluded that the ETP model is a simple, accurate, and powerful tool for analyzing digital-transmission characteristics in a line-of-sight fading environment, as well as in a Rayleigh fading environment.

Finally, the critical transmission bit rate for QPSK—which is defined as the bit rate where the BER degrades by $10^{-3}$—is shown in Figure 14 as a function of the delay spread ($\sigma_{s/R}$) and the multipath power ratio ($s^2$), for various propagation environments. This might be helpful when judging whether special countermeasures for wideband digital transmission—such as an equalizer, or a multi-carrier transmission scheme—are necessary.

8. Conclusion

A very simple but general scheme for calculating the irreducible bit-error rate (the BER floor), due to inter-symbol interference (ISI), in frequency-selective Nakagami-Rice fading environments has been reviewed. The scheme, which we call the equivalent transmission-path model (ETP model), connects wave propagation with digital transmission characteristics in a general manner. The role of this model is summarized in Figure 15.

In this paper, after reconfiguring our papers on the ETP model, we presented a consistent calculation formula for the BER due to ISI. In order to show application examples, we analyzed wideband digital transmission characteristics in terms of averaged BER and EOR (specifically, the percentage of locations where the BER exceeds a threshold value), in the case of an indoor propagation environment. The ETP model is expected to be a powerful tool for the analysis of OFDM (orthogonal frequency-division multiplexing) transmission characteristics, where the delay spreading exceeds the guard interval. We will carry out this analysis in the next step.
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